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Introduction

In recent years, the scientific community has grappled with the replication crisis, particularly
within the field of psychology (Wicherts et al., 2016; Nosek et al., 2015). This crisis has
prompted a reevaluation of research practices and methodologies, with a focus on improving
theory construction and research validity. While various solutions have been proposed, such as
promoting preregistration and replication, the underlying issue of insufficient theoretical
frameworks persists. This dissertation aims to address this gap by advocating for the importance
of exploratory research and demonstrating how machine learning methods can significantly

enhance exploratory studies in psychology.

One of the key challenges in psychology, unlike fields such as theoretical physics, is the lack
of a comprehensive program for theory development (Mischel, 2008; Borsboom et al., 2021).
As noted by Mischel (2008), theories in psychology are often treated as individual entities
rather than collaborative endeavors. This "toothbrush problem," where psychologists are
reluctant to adopt theories formulated by others, has led to fragmentation and ambiguity in
theory construction. While there may not be a shortage of theories, there is a pressing need for

a concerted effort towards theory development.

Exploratory research plays a vital role in addressing this challenge by generating working
theories from observed data patterns (De Groot & Spiekerman, 2020). Unlike confirmatory
research, which tests hypotheses derived from existing theories, exploratory research aims to
uncover new insights and patterns in the data. However, traditional statistical methods may not
be sufficient to capture the complexities of behavioral phenomena. This is where machine

learning methods offer a promising solution.

Machine learning, as defined by Jordan and Mitchell (2015), refers to data processing processes
in which algorithms optimize models to make predictions. These methods hold tremendous
potential for addressing the complexities inherent in behavioral science. By leveraging machine
learning algorithms, researchers can extract patterns from complex datasets and uncover latent
structures within behavioral phenomena. This computational approach offers a systematic

framework for exploring the multidimensional nature of human behavior.

The advantages of machine learning over traditional statistical procedures are manifold. Firstly,

machine learning can test research questions about the accuracy of prediction, providing



insights into the underlying mechanisms of behavior (Yarkoni & Westfall, 2017). Secondly,
machine learning methods can yield more accurate and robust estimates, enhancing the
reliability of research findings. Thirdly, the results generated by machine learning models are
often more accessible to laypeople and market actors, facilitating the practical application of
psychological insights. Lastly, machine learning can inform theory building in ways beyond
hypothesis testing, contributing to the development of comprehensive theoretical frameworks

(Hajdu et al., 2023).

The replication crisis has underscored the need for methodological approaches that can
accommodate the complexity of behavioral phenomena and facilitate theory building grounded
in empirical evidence. By embracing the challenges posed by complexity and harnessing the
power of machine learning, researchers have the opportunity to chart a new course for
behavioral science—one characterized by rigor, transparency, and a deeper appreciation for the
intricacies of human behavior. This dissertation aims to explore the application of machine
learning methods in psychology, particularly in the context of behavioral interventions and

choice architecture, to advance our understanding of psychological phenomena.

Addressing the replication crisis necessitates a deeper understanding of the theoretical
foundations of psychology (Green, 2021; Scheel et al., 2021). While efforts have been made to
promote preregistration and replication studies, the reality is that many hypotheses fail to
survive thorough testing (Scheel et al., 2021). This suggests a fundamental issue with the
existing theories in psychology. Unlike other scientific fields where theories are collaboratively
developed, psychology often relies on theories formulated by individual researchers (Mischel,
2008). This decentralized approach impedes the development of cohesive theoretical

frameworks and hinders progress in understanding human behavior.

The lack of robust theories in psychology has several implications. Firstly, it increases the risk
of continually reinventing the wheel, as researchers struggle to establish connections between
different phenomena (Kruglanski, 2001; Vallacher & Nowak, 1997). Secondly, it hampers
efforts to develop effective interventions for psychological disorders, as theories are necessary
for identifying causal relationships and guiding therapeutic approaches (Borsboom, 2017;
Cramer et al., 2016). Thirdly, it limits the direction of future research, as studies often lack

theoretical grounding and focus on exploring data without clear hypotheses (Van Lissa, 2022).



The emergence of open science initiatives has shed light on the prevalence of exploratory
research in psychology (Van Lissa, 2022). Many studies unintentionally adopt an exploratory
approach due to the lack of specificity in existing theories (Scheel, 2022). Confirmatory
research, which relies on testing hypotheses derived from theories, requires strong and detailed
theoretical frameworks (Szollosi & Donkin, 2021). However, most psychological theories lack
these characteristics and are unable to generate specific, testable hypotheses. As a result,
exploratory research has become a necessary tool for generating ideas and working theories

from patterns observed in data.

Behavioral intervention research presents unique challenges compared to other fields of
psychology (Bryan et al., 2021). Many intervention effects are context-dependent, necessitating
a paradigm shift towards acknowledging and addressing heterogeneity in treatment effects.
This paradigm shift requires increased attentiveness to the sources of heterogeneity, emphasis
on measuring research context and sample characteristics, and the development of statistical

methods to detect unexpected sources of heterogeneity.

Machine learning methods offer a promising approach to address the challenges of theory
construction and exploratory research in psychology. By leveraging the computational power
of machine learning algorithms, researchers can uncover patterns and relationships in complex
datasets that traditional statistical methods may overlook (Agrawal et al., 2019). Moreover,
machine learning techniques can facilitate hypothesis generation by identifying novel
associations and predicting outcomes based on large-scale data patterns. This data-driven
approach to theory building can complement traditional deductive methods, offering new

insights and avenues for exploration in psychology.

In the following sections, this dissertation will delve into the application of machine learning
methods in psychology, focusing on their utility in exploratory research and theory
development. Our goal is to demonstrate how machine learning techniques can enhance our
understanding of psychological phenomena and contribute to the advancement of theory in
psychology. Additionally, we will explore the practical implications of incorporating machine
learning into psychological research, particularly in the context of behavioral interventions and
choice architecture. Through these investigations, we aim to highlight the potential of machine
learning in psychology and inspire further exploration into its applications in theory

construction and empirical research.
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Table 1. Articles and/or book chapters included in the dissertation with their respective main

topic, goals, and results.

In the first research paper, we use machine learning tools to explore the reasons why people
choose stairs over elevators when going up in a building, or vice versa. We looked for the
potential explanatory variables that lead to the most accurate predictions of what people would
do. In this situation, the decision was relatively easy to track, and every major theorized
potentially influencing factor could be, and was accounted for. In our second research paper
presented in this dissertation, we were looking for contextual factors predicting compliance
behavior during the COVID-19 pandemic. In this case, the definition and the context of choice
is more fuzzy than in the previous article, and fewer predictors were available. In our third
paper, we were interested in the prediction of social gathering attendance during the COVID-
19 pandemic, based on demographic variables. In this case, we had the least amount of
information that could be used for prediction. Finally, after the three research papers, we present
a book chapter that summarizes our thoughts on choice context exploration and gives insights

on how to plan better interventions, accounting for contextual heterogeneity.



Chapter 1

In the realm of behavioral interventions, the effectiveness of nudges—subtle changes to choice
architecture aimed at influencing behavior—has been a subject of considerable interest (Duflo
etal., 2011; Silva & John, 2017). However, the success of nudges varies widely across different
contexts, leading to questions about the factors that determine their efficacy (John et al., 2013;
Brandon et al., 2017). This chapter argues that understanding the contextual factors influencing
decision-making is essential for designing effective choice architecture interventions. To

address this need, we present a procedural framework for detecting contextual influences.

We propose a systematic procedure, termed Choice Context Exploration, for identifying and
assessing the contextual factors influencing decision-making. This procedure aims to provide
researchers with a structured approach for exploring the multifaceted nature of choice contexts
and understanding their impact on behavior. By systematically examining contextual
influences, researchers can enhance the effectiveness and generalizability of behavioral
interventions, ultimately contributing to the development of comprehensive theoretical

frameworks for behavior change.

Context plays a pivotal role in shaping human behavior, encompassing a wide range of factors
that influence decision-making (Rogers et al., 2020). While the concept of context is
multifaceted, encompassing physical, intrapersonal, and sociocultural elements, its exploration
is often overlooked in behavioral intervention research (Szaszi et al., 2018). Understanding the
contextual factors at play is essential for designing tailored interventions that account for the

diverse motivations and constraints individuals face in different situations.

Exploring contextual influences involves identifying the myriad factors that may impact
decision-making and assessing their relative importance. This process requires collecting data
from diverse sources, including experts, laypeople, and relevant literature, to create a
comprehensive list of potential influencing factors. By systematically curating this information,

researchers can gain insights into the complex interplay between context and behavior.
Choice Context Exploration

The Choice Context Exploration procedure comprises four key steps aimed at systematically

exploring contextual influences on decision-making. Firstly, we collect potential influencing



factors through surveys, interviews, and literature reviews, creating a comprehensive list of
contextual variables. Secondly, we quantify the influence of these factors on behavior, using
empirical data to estimate the strength and direction of their relationship with decision
outcomes. Thirdly, we assess individuals' beliefs about contextual influences, exploring how
perceptions align with empirical findings and identifying patterns among respondents. Finally,
we conduct a comparative analysis to evaluate the consistency between beliefs and behavior,

shedding light on the accuracy of individuals' insights into their decision-making processes.

In step 1, our goal was to gather a list of potential factors that might influence whether people
use the stairs or the elevator. To achieve this, we surveyed a sample of university students and
asked experts to provide open-ended responses about the potential factors. The research plan

was approved by the local institutional ethical review board.

We randomly selected 500 individuals from the subject pool at our local university in Hungary,
which consisted of students who had signed up for a course where they could participate in
various studies in exchange for course credits. We recruited 392 individuals from the subject
pool at our local university in Hungary, who received course credits as compensation. We asked
these participants to list the contextual factors that they believed influenced their own and
others' decisions between stairs and elevators. Secondly, we identified experts by compiling a
list of those who had published at least one peer-reviewed research article on the topic of stair
usage interventions in the past decade. We asked these experts to list the potential factors that
might influence the choice between stairs and elevators. Out of the 47 experts we contacted,
seven responded.

We then processed each of the collected responses, registering new categories for each type of
influencing factor that was mentioned. If a newly processed response did not fit into any of the
existing categories, a new category was created. Finally, we also reviewed relevant literature
for additional contextual influencing factors: we searched for papers about interventions that
targeted staircase and elevator use. As a result, 16 potential influencing factors were identified:
Appeal of stairs/elevator, Comfort/Laziness, Destination Floor, Elevator availability,
Environmental consciousness, Fear of confined spaces and/or technical problems, Fatigue,
Importance of Health/Sports, Luggage, Number of people in the elevator, Peer behavior,
Physical limitations, Speed, Speed of elevator, Stairs/elevator physical availability,
Temperature. Appeal is a factor only suggested by experts and aggregates physical aspects of

a staircase that make approaching it a better experience. An example of the mention of Appeal



would be “the design of the stair should be inviting, open, bright, and ventilated”; another
example is “the physical appearance and condition of the stairs (often not well lit, maybe

smelly)”.

In Step 2, behavioral and contextual data were collected to evaluate the influence of factors
identified in Step 1 on stair vs. elevator choice. The methods and analysis were pre-registered.
Participants (n=523) were Hungarian university students who completed an online
questionnaire over 10 days, reporting their choice between stairs and elevators and contextual
factors influencing their decision. Factors identified in Step 1 were assessed using Likert-type
scales or multiple-choice items. Participants were incentivized to report their behavior
consistently over the study period. To examine the extent to which contextual factors influenced
the choices made between stairs and elevators, we defined a mixed effect logistic regression
model with the choice between stairs and elevators as the dependent variable and the measured
contextual factors as independent variables. Visited buildings and IDs were treated as random
effects. Speed and Destination floor were allowed to have varying slopes between different
IDs, as it was plausible that these factors would have different effects on different individuals.
We applied Lasso regularization to improve the interpretability and prediction accuracy of the
regression models by selecting only a subset of variables, rather than using all of them, in the
final model. Temperature and Number of people waiting for the elevator added the least amount
of information, so their regression coefficients were penalized the most by the regularization

process and were reduced to 0.

Next, we wanted to estimate how well the model explained the variation in individuals' choices.
To do this, we calculated the squared correlation coefficient between the predicted values and
the measured values, R?> = 0.76, to estimate the variance in choosing the stairs or elevator

explained by the model.
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Figure 1. Permutation importance scores of predictors. The scores are the average

decrease in the ROC AUC of 10 permutations, when the given variable was shuffled.

We also calculated permutation importance scores for each predictor to assess which of them

were helpful for our model. The most important variables were Destination floor,

Environmental consciousness, and Peers. Finally, we wanted to estimate the success of our

model in correctly categorizing new data. We compared the model's predictions on the test data

to the real decisions to assess the accuracy of the model. We used a probability threshold of .5,

where predicted probabilities higher than .5 were categorized as someone choosing the stairs

rather than the elevator. The results showed that the model correctly categorized 91.43% of the

new cascs.



Step 3 of the Choice Context Exploration aimed to gauge individuals' beliefs regarding the
influence of contextual factors on their decisions between stairs and elevators, and to assess

whether distinct groups with similar beliefs could be identified.

Methodology: Data was collected from 373 university students (298 female, 1 preferred not to
answer) from the same subject pool used in Steps 1 and 2, with a mean age of 21.86 years (SD

= 3.41), following approval from the local institutional ethical review board.

An online survey was devised to evaluate participants' beliefs concerning the importance of the
contextual factors identified in Step 1. Participants rated the importance of each of the 13 factors
identified in Step 2 using a Likert-type scale ranging from 0 (Not important at all) to 10 (Very
important). The survey was completed either before or after the behavioral measurements

conducted in Step 2. The survey instrument is accessible at https://osf.io/y7pmd/.

In order to explore individual differences regarding the factors influencing people’s choices,
we subjected the variables measuring the beliefs of participants to model-based clustering. The
results show that participants can be divided into three groups in which its members hold similar
beliefs about what influences their choices of stairs or elevators. Three clusters were defined
and every cluster was named based on the pattern of factors. The first cluster, Efficiency group
(N=118), had the highest mean scores on every scale except for Health and Environmental
consciousness. Speed, Luggage, Laziness, Fatigue and Destination floor scales have the highest
mean scores. The second cluster, the Health & Environment group (N = 68), had their highest
mean scores on the Health and Environmental consciousness scales; every other mean score
was low. In the third cluster, No priority group (N = 187), there was no substantial difference

in the group mean scores, and between the group mean scores and the sample mean scores.
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Discussion

The benefits of utilizing the Choice Context Exploration in this scenario are substantial.
Without delving into the context of our decision, crucial influencing factors may have been
overlooked, leaving intervention strategies without direction. Moreover, reliance solely on
individuals' beliefs, potentially erroneous, could lead to misinterpretation of influential
contextual factors. Behavioral measurements aid in identifying factors with the greatest impact,
such as peer behavior, informing future intervention designs tailored to these contextual
elements. This exploration method proves particularly advantageous in novel choice situations,
environments, or populations, where traditional trial-and-error strategies may be impractical.
By preemptively examining contextual influences, the expense and risk of ineffective
interventions are minimized, enhancing the overall effectiveness of intervention efforts. Despite
its merits, the Choice Context Exploration has limitations. It offers a general overview of

contextual factors, potentially overlooking emerging influences or changes in factor effects



over time. Additionally, reliance on self-reported data and the limited sample size pose
constraints on generalizability. Further research is warranted to explore the applicability of this
method across diverse environments and populations, considering moderating factors in nudge

implementation.
Chapter 2

During pandemics when treatment or vaccines are unavailable, behavioral measures become
crucial for containing diseases (Yang, 2021; Chen, 2021). One effective approach is to
minimize contact by adhering to confinement recommendations, but sustaining compliance
over time is challenging. Understanding the factors influencing compliance with these
recommendations is vital for disease containment (Faulkner, 2021). This chapter focuses on
contextual factors, defined as physical, sociocultural, and intrapersonal circumstances affecting
decisions. These factors accurately predict decisions in simple scenarios. Identifying and
understanding these factors regarding non-adherence to lockdown recommendations can inform
interventions to mitigate risk. Lockdown regulations typically permit leaving residences for
essential activities, while non-essential outings are considered non-compliant behavior. Mental
states such as loneliness and boredom, along with beliefs about health precautions and trust in
policies, influence compliance (Stickley et al., 2021; Boylan et al., 2021). Trust in regulations,
social trust, and expert opinion also play roles. However, these factors have not been
systematically studied across cultures. This research aims to fill this gap by investigating
contextual factors influencing compliance across cultures. A pilot study identified potential
factors, followed by a main study involving participants from 16 countries to assess how these

factors predict compliance and risk-taking behaviors using a machine learning approach.

The main study aimed to assess how factors identified in the pilot study predict compliance
with lockdown recommendations and the riskiness of out-of-home activities. Data collection
and analysis methods were pre-registered and approved by the local institutional review board.
Data were collected between April 29, 2020, and November 12, 2020, from 16 countries. Only
data from countries with more than 100 respondents were analyzed (n = 42,283). Recruitment
involved 16 research labs using various media outlets, university participant pools, or paid
participant pools. Respondents reported demographic information and whether they left home
for non-essential reasons in the previous 7 days. Participants rated statements on a Likert scale

regarding factors identified in the pilot study. Event-specific items were presented only to those



who left home during lockdown, assessing circumstances of their most recent outing. Event-
general items were shown to all respondents. Attention-check items were included. The
questionnaire was translated into 11 languages. Random forest models were used to predict
non-compliance and activity riskiness. Models were created for each country separately. Non-
compliance was predicted using event-general items, and riskiness was assessed based on
event-specific and event-general items. Models were trained and tested on separate datasets,
and variable importance was calculated to assess the influence of predictors. Root Mean

Squared Errors were used to evaluate model accuracy.

After exclusions, the final sample for analysis included 42,283 individuals from 16 countries,
with an average age of 40.92 years and 50.86% female. A heatmap (Figure 4) illustrates the
relative importance of factors in predicting compliance with lockdown measures across
countries. Feeling of responsibility was consistently among the top three most important factors
in 13 out of 16 countries. Similarly, feelings of being caged at home and fear of getting infected

were significant factors in 10 and 11 countries, respectively.
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Figure 4. Variable importance values when predicting leaving home in each country.

Our models, based on event-general factors, accurately predicted whether individuals left their

homes during lockdown. Prediction accuracy ranged from 62% in Portugal to 87% in Italy.

Partial dependence plots (Fig 2) indicated that feeling of responsibility was negatively

associated with non-adherence, while fear of infection decreased the likelihood of leaving home

and feeling caged at home increased it.
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Figure 5. Partial dependence plots of variables used in the prediction of leaving home for

all countries. Each line represents a different country.

Investigating factors associated with participation in risky activities, we found that the putative
effectiveness of social distancing, activity importance, and anticipated number of people met

were most important.

The study delved into the significance of contextual factors in predicting compliance with
pandemic lockdown measures. Results revealed consistent patterns across 16 countries,
indicating that certain factors either increased or decreased the likelihood of individuals leaving
home during lockdowns. Notably, feelings of boredom and peer adherence to regulations
consistently heightened the probability of leaving home, while fear of infection and a sense of
responsibility decreased it across all countries. The prominence of the feeling of responsibility
as a predictor of adherence underscores its importance in influencing behavior during crises.

However, variations were observed among countries, with some factors proving more



influential in specific contexts. For instance, while responsibility was a strong predictor in most
countries, it mattered less in Japan, Switzerland, and Greece, where perceived adherence of
fellow citizens held more sway. Similarly, fear of infection had varying effects across nations,
suggesting cultural nuances in risk perception. The analysis of factors influencing activity
riskiness further highlighted the importance of contextual considerations. Anticipated number
of people met while traveling emerged as a key predictor, indicating that social interactions
significantly contribute to activity risk. Trust in people met and activity importance also played
notable roles, suggesting that individuals prioritize essential activities with trusted contacts,

potentially mitigating risk.

Despite the study's comprehensive approach, certain limitations warrant consideration.
Unidentified contributors to non-adherence were not accounted for, and context-specific factors
may have been overlooked. Additionally, variations in sample sizes, data collection methods,
and lockdown measures between countries could have influenced results. The inaccuracies in
predicting activity riskiness underscore the complexity of this aspect and the need for further
research. Overall, the findings underscore the importance of messaging that emphasizes
personal responsibility and highlights the significance of individual actions in curbing disease
transmission. Strategies to address social isolation and reframe confinement positively could
enhance compliance. Transparent communication about symptoms and infection rates may also

motivate adherence to regulations.

Chapter 3

In the face of an epidemic with no available medical treatment, persuading individuals to adopt
behaviors that mitigate disease transmission becomes paramount (Betsch et al., 2020; Bavel et
al., 2020). Social distancing, particularly the avoidance of social gatherings, has been
recognized as an effective measure in curbing the spread of viruses, as evidenced by its
recommendation or mandate in numerous countries during epidemics (Cheetham et al., 2021).
However, the success of such mandates hinges on the speed and extent of their adoption within
society. This study aims to identify demographic groups most likely to attend social gatherings
during epidemic emergencies, thereby aiding public health officials and policymakers in

designing targeted and effective campaigns.



Targeted interventions are essential for swift and efficient public health campaigns.
Understanding key demographic groups enables policymakers to tailor interventions to specific
contexts and characteristics, enhancing their effectiveness and potentially saving lives. In
contrast, generic interventions may overlook population diversity, leading to decreased efficacy
and avoidable negative outcomes. Furthermore, during pandemics, interventions targeting one
group may inadvertently influence behavior in another, emphasizing the need for precise

targeting to avoid unintended consequences.

While demographic factors such as age, gender, income, and education are readily available
for targeting interventions, information on individuals' risk perceptions and norms is often
lacking in traditional communication channels. However, these latent factors, including values
and risk perceptions, play a crucial role in shaping social distancing behavior (Clark et al.,
2020). Therefore, this study focuses on demographic factors readily accessible for targeting

public health campaigns and policies.

We identify social gathering attendees based on age, education, gender, and income, as these
factors have been shown to correlate with adherence behavior during epidemics. However,
previous studies conducted in individual countries have yielded mixed results regarding the
association between these variables and social distancing. The present research addresses this
gap by investigating the association between demographic factors and social gathering
avoidance in a large, diverse sample of over 80,000 individuals from 41 countries. Leveraging
machine learning techniques, we not only identify main effects but also uncover subtle patterns
and explore heterogeneity between countries. Ultimately, we discuss how these findings can

inform and improve public health interventions.

The dataset used in this study was collected during the early phase of the COVID-19 pandemic,
from March 20 to April 7, 2020, by an international research group. Using an online survey
administered via the snowball method, participants were recruited from various social media
and media outlets worldwide. A total of 112,136 individuals from 175 countries filled out the
survey. To ensure data quality and relevance, several exclusion criteria were applied. Responses
from individuals who did not complete the full survey were excluded. Additionally, responses
were included only from countries where some form of restriction or recommendation affecting
social gatherings was in effect at the time of the survey compilation. This information was
verified using the Oxford COVID-19 Government Response Tracker, which collects publicly

available data on COVID-19-related governmental responses in each country.



Further data cleaning involved removing responses with nonsensical values for age, household
size, and years of education, as well as individuals reporting unrealistically high incomes.
Finally, responses from countries with fewer than 400 participants were excluded to maximize
the reliability of the dataset. The final dataset comprised 87,169 responses from 41 countries,
with an average of 2,126 respondents per country. These countries represented 73.05% of the
world's population as of 2020. Participants provided demographic information, including age,
gender, education level, country of residence, monthly household income, and household size.
Adjusted household income, calculated by dividing household income by the square root of
household size, was used in the analyses. Participants responded to survey items related to
COVID-19, including questions about their behavior regarding social gatherings over the past
week, measured on a 100-point scale. Those indicating total agreement (100 points) with the
statement "I did not attend social gatherings" were classified as social gathering avoiders, while
the rest were classified as social gathering goers. Demographic information collected included
age, gender, education level, country of residence, household income, and household size.
Random forest models were employed to explore the role of demographics in social gathering
avoidance. Random forests are robust to non-linearity and handle unbalanced data well
compared to logistic regression models. Individual models were fitted to each country's data
due to variations in disease progression, policy measures, and social norms. Data were split
into training and test sets in an 80-20 ratio, with the number of variables sampled at each split
of a decision tree tuned separately for each country via repeated 10-fold cross-validation. To
address class imbalance, the training data were upsampled to balance social gathering avoiders
and goers. Models were tuned on the training set to optimize the area under the precision-recall
curve (prAUC), which is robust to unbalanced data. Model performance was evaluated using

the test set.

Descriptive statistics were calculated to examine the proportion of social gathering goers and
avoiders across different demographic subgroups in each country. This included subgroups
based on gender, income level, age, and education. The analysis revealed that in 95% of the
countries (39 out of 41), the proportion of social gathering goers was higher among males
compared to females. In 80% of the countries (33 out of 41), social gathering goers were more
prevalent among individuals with lower income compared to those with higher income. In 78%
of the countries (32 out of 41), younger individuals were more likely to attend social gatherings

compared to older individuals. In 66% of the countries (27 out of 41), individuals with lower



education levels were more inclined to attend social gatherings compared to those with higher

education levels.

Partial dependence plots were generated using the results from random forest models to
visualize the association between each demographic factor and the probability of social
gathering avoidance (Fig x). These plots showed that, in most countries, older age, being
female, higher income, and more years of education were associated with a lower probability
of attending social gatherings. However, there was significant heterogeneity across countries

for each demographic variable except gender.
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Figure 6. Partial dependence plots show the average predicted probability of leaving
home associated with a given value of the demographic factor of age, years of education,

income, and gender (in different plots) for all the countries.

Variable importance scores were calculated for each demographic factor in each country to
assess their overall contribution to predicting social gathering avoidance. The median

importance scores were as follows:



Income: Median importance score of 0.07 (range: 0 - 0.23) Age: Median importance score of
0.05 (range: 0 - 0.21) Education: Median importance score of 0.05 (range: 0 - 0.23) Gender:
Median importance score of 0.02 (range: 0 - 0.13)

These scores indicate the percentage increase in prediction accuracy when each demographic
factor is added to the model. The strongest predictor of social gathering avoidance was
determined by identifying the demographic factor with the highest variable importance score
in each country. Results showed that income was the strongest predictor in 29 out of 41
countries. Age was the strongest predictor in 10 countries. Education was the strongest predictor
in 2 countries. Gender had the lowest importance score in 36 countries, followed by years of

education in 4 countries, and income in 1 country.
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Figure 7. Variable importance scores for each demographic variable in each country.
Variable importance values express the mean increase in accuracy when a given demographic
variable is added to a model. The coloring of the figures depicts the relative importance of the

variables within each country while the variable importance values were rescaled between 0
and 100 in each country, 100 being the most (darkest) and 0 being the least important
(lightest).

Our study aimed to investigate the demographic factors influencing social gathering behavior
during epidemic emergencies using a large dataset collected from 41 countries during the early
phase of the COVID-19 pandemic. This global approach provides valuable insights into the
diversity of social distancing behaviors across different demographic subgroups and countries,
shedding light on potential targets for public health interventions. We found significant
variations in social gathering behavior across demographic subgroups and countries. Generally,
males, younger individuals, lower-educated individuals, and those with lower incomes were
more likely to attend social gatherings. However, there was considerable heterogeneity among
countries, indicating that generalized assumptions about social distancing behavior may not
hold true globally. For instance, in some countries, higher-educated individuals exhibited
higher rates of social gathering attendance compared to their lower-educated counterparts.
Income emerged as the strongest predictor of social gathering behavior across countries,
followed by age, education, and gender. However, the relative importance of these factors
varied widely among countries, highlighting the need for tailored interventions based on local
contexts. Even neighboring countries exhibited different patterns, underscoring the importance
of understanding country-specific dynamics.

Although the observed effects of demographic factors may seem small, they can have
significant implications for disease transmission. For example, a small increase in social
gathering attendance among certain demographic groups could lead to a substantial rise in new
COVID-19 cases. Targeting these less adherent demographic subgroups with tailored public
health campaigns could be a cost-effective strategy to mitigate transmission risks.

Our study has several limitations. Firstly, the data were collected during the early phase of the
pandemic, and social distancing behavior may have evolved over time. However, evidence
suggests that the associations between demographic factors and social distancing remained
consistent over several months. Secondly, our reliance on self-reported data for social
distancing behavior may introduce biases, although previous studies have shown that self-

reports generally align with actual behavior. Thirdly, our findings may not generalize to future



pandemics, as the factors driving social distancing decisions may vary between outbreaks.
Finally, while we identified associations between demographic factors and social gathering
behavior, further research is needed to elucidate the underlying mechanisms driving these
patterns. In conclusion, our study underscores the importance of understanding the
demographic drivers of social distancing behavior in epidemic emergencies. By identifying
vulnerable demographic subgroups and tailoring interventions accordingly, policymakers and

public health officials can effectively mitigate disease transmission and protect public health.

Chapter 4

The effectiveness of nudges often varies across different contexts, including populations,
locations, cultures, and times. Despite this, there is a tendency to assume that results from
experiments will generalize to other contexts, leading to misconceptions about the applicability
of nudges. However, contextual factors play a crucial role in determining the success of

behavioral interventions.

Each person has unique experiences, desires, and skills that influence their response to nudges.
What resonates with one individual may not have the same effect on another. For example, a
social norm message encouraging email usage may appeal to some but be ineffective for others
due to differences in perceptions or familiarity with technology. Even the same individual may
respond differently to nudges based on the situation or time of day. Factors such as stress levels
or daily routines can impact receptiveness to behavioral cues. Understanding these situational
nuances is essential for designing effective interventions. The effectiveness of nudges can be
illustrated by real-world examples, such as attempts to reduce energy consumption through
social norms. While initial studies showed promising results, scaling up interventions revealed
significant contextual differences that diminished effectiveness. Factors like household
demographics and attitudes played a crucial role in shaping behavior. In our own research, we
found that contextual factors influenced people's choices between taking the stairs or the
elevator. This underscores the importance of considering context when designing and
implementing behavioral interventions. Contextual factors likely play a similar role in

influencing the effectiveness of nudges.



Understanding context is critical for distinguishing between successful and failed nudges.
Recent studies have shown that the effectiveness of nudges can vary widely, with some
interventions having minimal impact despite initial expectations. Acknowledging failures and
learning from them is essential for improving the effectiveness of behavioral interventions.
Recognizing the importance of contextual variability is essential for successful implementation
of nudges. By understanding individual differences, situational nuances, and real-world
examples, practitioners can design interventions that are more likely to achieve the desired
behavioral outcomes. Learning from both successes and failures is key to advancing the field

of behavioral science and maximizing the impact of nudges.

Understanding the context in which a behavioral intervention will be implemented is crucial
for its success. Contextual factors can include physical attributes of the environment, social and
cultural norms, psychological attributes and preferences of the target population, timing of the
decision or behavior, and characteristics of the intervention itself. Conducting a structured
exploration of these factors is essential before implementing a behavioral intervention. Drawing
inspiration from human-centered design, organizations can explore and understand their target
groups more effectively. By analyzing behavioral data and conducting qualitative research such
as interviews or focus groups, decision-makers can identify key contextual factors that may

influence the effectiveness of the intervention.

Once contextual factors have been identified, it is essential to test the intervention with diversity
in mind. Randomized testing should be conducted on a small sample in a context similar to the
target population. However, it's not just about testing the intervention's effectiveness overall;
it's also about understanding how its effects may vary across different subgroups within the
population.

We should anticipate how the intervention's effectiveness might vary across different subgroups
of the population. It is considered good practice to divide the population into subgroups based
on relevant contextual factors and recruit participants from each subgroup for testing. This
allows for a more nuanced understanding of how the intervention performs across different
demographic or behavioral segments.

We also have to ensure that each subgroup has a large enough sample size to estimate the
average effect accurately. By testing the intervention in each subgroup, decision-makers can
identify which segments of the population are most responsive to the nudge and tailor

implementation strategies accordingly. By carefully considering contextual factors and testing



with diversity in mind, decision-makers can increase the likelihood of success for their
behavioral interventions.

Unlike in a lab where the context can be controlled, when applying behavioural insights in the
wild, we constantly run into new configurations of the factors that might have an impact both
on a target behaviour and on the effectiveness of a nudge. Assuming that the effectiveness of
the behavioral intervention will vary and may even not work is possibly the best motivation for
any behavioural scientist to keep exploring the context of a behaviour. We should not get carried
away with any testing opportunity but instead focus on systematically building a diverse test
sample that ensures we will end up being able to tell successful and failed nudges apart. After

all, when exploring the wild, preparing for surprises is the best strategy one can follow.

Discussion

What have we achieved by incorporating machine learning techniques and algorithms into this
research? The practice of splitting our data into training and test sets has proven to be effective
in mitigating overfitting, as demonstrated in Chapter 1. Splitting data into training and test sets
1s a common practice in machine learning and statistical modeling. It involves dividing a dataset
into two distinct subsets for the purpose of developing and evaluating a predictive model. The
training set is a portion of the dataset that is used to train and build the predictive model. It
contains a significant portion of the data and serves as the foundation for the model to learn
patterns, relationships, and trends within the data. The model is fitted to this training set, which
means it adjusts its parameters and algorithms to capture the underlying characteristics of the
data. The test set is a separate portion of the dataset that is held back and not used during the
training phase. Instead, it is used to assess the performance of the model after it has been trained.
The test set is used to simulate the real-world application of the model, allowing you to evaluate

how well the model generalizes from the training data to make predictions on new, unseen data.

The primary purpose of splitting data into training and test sets is to evaluate the model's ability
to make accurate predictions on data it has not been exposed to during training. It helps identify
whether the model has learned to recognize genuine patterns in the data or if it has overfit the
training data (meaning it has memorized the training data but cannot generalize to new data).
This process is critical for assessing the model's performance, making adjustments if necessary,

and ensuring that it is reliable for making predictions in real-world scenarios.



The accuracy of a model, regardless of the specific accuracy metric employed, consistently
appears higher on a training set than on a test set. By partitioning our data in this manner, we
have prevented an overestimation of accuracy. However, it is worth noting that in Chapter 3,
the random forest algorithm did not surpass the performance of the logistic regression models.
This suggests that non-linear effects, which the random forest algorithm is designed to detect
but the logistic regression algorithm may miss, were not present in our dataset. The value of the
random forest algorithm becomes particularly evident when dealing with datasets that exhibit
non-linear relationships between variables and a substantial number of predictors. In our
specific case, neither of these conditions applied. Random forests can, at times, exhibit
overfitting, as observed in certain models in Chapter 2. Nevertheless, the instances where
models clearly overfitted, as evidenced by their lower accuracy compared to the base rate, were
relatively few. All in all, our research indicates that machine learning tools can be useful and
informative when used during exploratory analyses. However, these methods are not
extensively used in the analysis of psychological experiments as compared to other fields, for

example genetics (Orru et al., 2020). What are the possible reasons behind this?

There are concerns regarding the interpretability and transparency of machine learning models
in psychology research. Traditional statistical methods often produce results that are easier to
interpret and explain, whereas machine learning models, particularly complex ones like neural
networks, are often perceived as "black boxes." This lack of transparency can be problematic
in fields like psychology, where understanding the underlying mechanisms of behavior is
crucial. Researchers may be hesitant to adopt machine learning techniques if they cannot fully
understand or explain the reasoning behind the model's predictions. Ethical and privacy
concerns also play a role in limiting the widespread use of machine learning in psychology
research. Machine learning models rely on large amounts of data, raising questions about data
privacy, security, and potential biases in the data. Researchers must navigate these ethical
considerations carefully, especially when working with sensitive psychological data.
Furthermore, cultural and institutional factors within the field of psychology may contribute to
the slow adoption of machine learning techniques. Resistance to change, disciplinary
boundaries, and academic incentives may all influence research practices and hinder

interdisciplinary collaboration.

Overall, while machine learning holds great promise for advancing our understanding of human

behavior, its integration into psychology research faces several challenges. Addressing these


https://www.frontiersin.org/people/u/703498

barriers will require efforts to increase awareness and understanding of machine learning
techniques, provide training and education opportunities, promote interdisciplinary
collaboration, address ethical and privacy concerns, and overcome cultural and institutional
barriers within the field. By addressing these challenges, psychologists can harness the power
of machine learning to gain deeper insights into human behavior and improve the effectiveness

of psychological interventions.

Further directions

To further leverage the power of machine learning in this domain, several avenues for future
research can be explored. Firstly, prioritizing the collection of diverse and comprehensive
datasets is essential. By expanding the range of variables and incorporating multimodal data
sources, researchers can gain a more holistic understanding of human behavior. Feature
engineering techniques, such as feature selection and extraction, can further enhance the

informativeness of variables, revealing latent patterns within the data.

Secondly, employing different analyses, such as contextual analysis, natural language
processing (NLP), temporal analysis, and longitudinal studies (Evans et al., 2023), can offer
valuable insights into decision-making processes and behavior dynamics over time. Integrating
multimodal data and leveraging advanced machine learning methods can provide a more

comprehensive view of human behavior and its underlying mechanisms (Akkus et al., 2023).

Thirdly, semi-supervised and active learning techniques can be valuable in scenarios where
labeled data is limited or expensive to obtain. These approaches enable models to learn from
both labeled and unlabeled data, reducing the annotation burden and optimizing resource
utilization. Furthermore, reinforcement learning can be applied to optimize interventions and
treatments over time in exploratory studies involving sequential decision-making processes.
Scalable machine learning platforms offer the necessary computational infrastructure to handle

large datasets and complex models effectively.

Finally, establishing causation, rather than merely identifying correlations, remains a
fundamental challenge in exploratory research. Counterfactual analysis, causal inference
techniques, and randomized controlled trials (RCTs) done with the help of machine learning
can facilitate the identification of causal relationships and deepen our understanding of the

factors influencing human behavior. Overall, by embracing interdisciplinary collaboration,



leveraging advanced analytical techniques, and addressing ethical and methodological
challenges, researchers can unlock new insights into the complex dynamics of human behavior
and pave the way for more effective interventions and treatments in psychology and related

fields.

Within the context of utilizing machine learning in exploratory psychology research, one
emerging area of paramount importance is Explainable AI (XAl; Arrieta et al., 2020). When
employing machine learning models, especially deep learning techniques, researchers often
encounter the "black box" problem, where predictions lack comprehensible rationale. This
opacity obstructs understanding the decision-making mechanisms, hindering hypothesis
generation and bias detection. XAl addresses these challenges by rendering Al systems more
transparent and comprehensible. Techniques like Local Interpretable Model-agnostic
Explanations (LIME) generate human-readable explanations, allowing researchers to identify
which features influenced specific predictions. This transparency facilitates bias detection,

enabling proactive mitigation and ensuring fairness in research outcomes.

Ethical considerations are paramount as machine learning's role expands in exploratory
research. Prioritizing ethical data collection, ensuring algorithm transparency, and
implementing bias mitigation techniques are essential to address concerns related to data
privacy, bias, and fairness. Fairness-aware machine learning and open science practices
promote reproducibility and inclusivity while safeguarding against unethical use of research
assets. Collaboration between machine learning experts and domain-specific researchers fosters
synergistic interactions, amplifying the impact of studies. Human-AlI collaboration platforms
empower researchers to leverage Al systems in hypothesis generation, pattern identification,
and task automation, freeing experts to focus on interpretation and theory building (Wang et

al., 2020).

In conclusion, embracing complexity in behavioral science unlocks new avenues for
understanding human behavior and developing effective interventions. By navigating these
diverse directions, researchers contribute to a deeper understanding of human decision-making
and behavior, advancing knowledge boundaries in these domains. This evolution promises

transformative impacts on societal challenges and research frontiers alike.
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